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Abstract—Traffic control optimization is a challenging task for
various traffic centers around the world and the majority of
existing approaches focus only on developing adaptive methods
under normal (recurrent) traffic conditions. Optimizing the
control plans when severe incidents occur still remains an open
problem, especially when a high number of lanes or entire
intersections are affected.

This paper aims at tackling this problem and presents a novel
methodology for optimizing the traffic signal timings in signalized
urban intersections, under non-recurrent traffic incidents. With
the purpose of producing fast and reliable decisions, we combine
the fast running Machine Learning (ML) algorithms and the
reliable Genetic Algorithms (GA) into a single optimization
framework. As a benchmark, we first start with deploying a
typical GA algorithm by considering the phase duration as the
decision variable and the objective function to minimize the total
travel time in the network. We fine tune the GA for crossover,
mutation, fitness calculation and obtain the optimal parameters.
Secondly, we train various machine learning regression models to
predict the total travel time of the studied traffic network, and
select the best performing regressor which we further hyper-
tune to find the optimal training parameters. Lastly, we propose
a new algorithm BGA-ML combining the GA algorithm and
the extreme-gradient decision-tree, which is the best performing
regressor, together in a single optimization framework. Compar-
ison and results show that the new BGA-ML is much faster than
the original GA algorithm and can be successfully applied under
non-recurrent incident conditions.

Index Terms—Traffic signal optimization, genetic algorithms,
machine learning, traffic incident control plan, non-recurrent
congestion, machine learning.

I. INTRODUCTION

TRAFFIC incident management plays an important role
for all transportation agencies due to its impact on

safety and traffic control operations. To deal with random
incidents, various traffic management centres (TMCs) develop
policies and response plan strategies in order to minimize the
clearance time. Traffic information and control systems are
key components in securing an instant response time since
they are centralized and can easily alert the incident to TMCs.
The typical response plan applied by many TMCs in case of
an emergency or an accident is to activate a range of variable
message signs, close lanes and force turnings, without having
an adaptive control method for signal groups in the affected
intersection(s). Most of the time this is a manual process which
requires waiting for the incident to be cleared-off until the
adaptive control plans are re-activated again.

Traffic congestion is generally classified into two types:
recurrent congestion (RC) which can appear due to repeti-
tive daily travel patterns and non-recurrent congestion (NRC)
which can be caused by unexpected events such as accidents,

breakdowns, etc. [1]–[3]. The most problematic incidents can
occur at random locations in the city, at various moments in
time and do not ever repeat themselves [1]. It is a big challenge
to model and handle the network optimization under these non-
recurrent incidents because of its random occurrence in both
time and space. To the best of our knowledge, there are not
many research studies which focus on traffic signal control
optimization under severe incident conditions due to the high
variability of traffic conditions and incident incertitude.

This research aims to address this problem and focuses
on modelling a new traffic management solution to ease the
impact of non-recurrent traffic incidents, by making use of
both Genetic Algorithms (GAs) and Machine Learning (ML)
models, known for their fast convergence and high accuracy
compared to traditional methods. In this paper, we extend
the work presented in [4] and propose a new double layer
algorithm labelled BGA-ML (boosted genetic algorithm using
machine learning), which we apply as a a tool for a fast
traffic incident response and optimization of the traffic signal
control plan during incidents. The method is applied for a case
study traffic network and various scenarios are proposed and
compared to showcase the benefit of our approach.

Overall, the main contributions of this paper are the follow-
ing:

1. we propose a new traffic signal control optimization
method making use of the integrated power of GA and ML
models with the purpose of minimizing the total travel time in
urban networks affected by incidents; the approach considers
the traffic in all the surrounding area beyond a single individual
intersection affected by the disruption and is integrated with
traffic simulation to obtain the traffic outcomes;

2. we use ML to replace the traffic simulation modelling
and predict directly the total travel time using all previ-
ous simulated historical traffic records; findings reveal that
Extreme-Gradient Decision-Tree (XGBT) are outperforming
other regressors such as Gradient Boosting Decision Tree
(GBDT), Random Forest (RF) and Linear Regression (LR);

3. within the optimization framework, we consider the
capacity drop caused by the traffic incident and the driver’s
route diversion;

4. we showcase the dramatic travel time reduction before
and after deploying a regular GA (which we initially proposed
in our work published in [4]) for signal optimization of an
incident affected road network;

5. We then observe low computational time for the new pro-
posed BGA-ML which focuses on a new integrated approach
using Machine Learning for speeding the optimisation process.
This is mainly due to the fact that we replace the simulation
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model with the ML model when estimating the fitness value
for each new traffic plan that the GA generates. Herein the
idea is to learn from all previous simulation scenarios/runs
and choose best traffic signal plan without re-running multiple
simulation runs.

This paper is organised as follows: Section II presents the
literature review focusing on existing methods which have
applied GAs and ML modelling approaches for traffic signal
control so far; Section III introduces the methodology of
the paper by presenting the definition, optimization process
and the baseline GA modelling followed by the new pro-
posed boosted BGA-ML method; Section IV discusses the
case study, the network and optimization construction, hyper-
parameter tuning for the BGA-ML approach, followed by the
presentation of results through various Scenarios in Section V.

II. LITERATURE REVIEW

A. Traffic signal control modeling using GA
Current traffic signal control models are refined to deal with

mostly recurrent congestion in the network (daily repetitive
travel profiles), but they are not optimized or tuned to the
congestion caused by non-recurrent traffic incidents. Severe
traffic incidents may strongly influence the overall network
performance and should not be neglected. A well-concluded
review published in [5] presented the traffic control modeling
for both arterial roads and motorways. In this review, a “store-
and-forward model” is introduced to simplify the model-based
optimization method by enabling the mathematical description
of the traffic flow process without discrete variables; as well
it uses the Traffic-response Urban Control (TUC) strategy
for calculating the real-time network splits [6]. Ritchie [7]
introduced multiple real-time knowledge-based expert systems
(KBES) to the advanced traffic management (ATM) system
in order to provide suggestions to the control room staff
when non-recurrent congestion happened. At that time, the
cooperation of artificial intelligence (AI) and ATM were very
pioneering and the combination of AI and ATM became a
good direction for later research. This conceptual design can
be fulfilled now by recent machine learning techniques and
more advanced big-data processing.

Among various models, the GA is a popular method for
optimizing traffic signal controls which was first introduced
by Goldberg and Holland [8] in 1988, and later applied to
traffic signal timing optimization in 1992 [9]. In 2004, Ceylan
and Bell [10] applied stochastic user equilibrium to model the
driver’s route choice under different signal timings while using
GAs to optimize the traffic signal timing. It was also concluded
that GAs are simpler and more efficient than previous heuristic
algorithms. GAs have been successfully used as well for a
multi-objective control plan optimizations for choosing the
most effective traffic control plan in [11]. Recently, due to
an increase in computational power availability, GAs and
traffic simulation have started to be combined together in
order to optimize the offset, green splits, and cycle time of
all intersections in a network [12]. There is however a gap
in terms of delay time needed to finalise the optimization in
critical operational times and meet all the needed criteria of
traffic centres.

Over all, most applications are offline, they take a long time
to achieve the optimum traffic signal control and there is still a
gap in researching the more efficient and fast response in traffic
signal control modeling in order to deal with non-recurrent
traffic incidents. This is the motivation behind our approach
and methodology which try to address these problems by
combining GAs and more innovative methods such as machine
learning models in order to make use of both the reliability of
GA and the fast prediction time of ML.

B. Traffic signal control modeling using Machine Learning
ML modelling, especially reinforced learning (RL) and Q-

learning, is normally used for adjusting the real-time adaptive
control agents by considering the current state of the network
(or sub-network) and by trying different actions with rewards
associated to them [13].

Since it is impossible to attempt all the actions in the real
world, simulation models are used to trial different actions.
In the early years, simulation models were fairly simple since
the available PC computation power was not very powerful
[14]–[16], such as the cellular automation model [17]. Later
in the years of 2000, traffic simulation software became more
complex/realistic and provided APIs for secondary develop-
ment; therefore most research studies utilized traffic simulators
as the base of training ML models and started to be more
focused on the structure of the ML framework, including
the state space, the action space and the rewards definition.
For state space, most researchers use the number of queued
vehicles [18], [19] which are all from the upstream link
of an intersection. This set up will ignore the downstream
traffic congestion caused by the traffic incidents. The action
space is normally defined as all the possible phases for each
signal [18]–[22]. The reward definition is normally defined
as the delay time ([18], [20]) and the queue length ( [19],
[21], [22]). Later in 2014 and 2016, two reviews of the
traditional reinforcement learning for traffic control research
were constructed [23], [24]. In 2015, deep reinforced learning
was firstly introduced to traffic signal control optimization in
[25] and further refined in 2016 by Van der Pol et al. [26],
while considering the coordination of multiple intersections in
a small network. In 2017, a traffic signal control policy has
been trained by deep policy gradient and applied to a large
traffic network by assuming multiple intersections could be
controlled with the same agent [27], [28]. The result showed
promising potential for policy-based reinforcement learning
for traffic signal control.

To summarise, previous traffic signal control using ML
barely discussed the capability of solving the sudden capacity
drop problem caused by traffic incidents. In all cases, ML
models are used for making real-time decisions which may
be hard to judge in terms of their reliability and applicability.
In this paper, ML modelling is used for performance (fitness
value) predicting instead of making decision directly. We use
various ML models to process the time series data of the traffic
status under all known traffic conditions including the changes
in the traffic signal and the capacity drop at the time of the
reported accident, and predict the network performance in the
near future.
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III. METHODOLOGY

A. Problem formulation

There are four different steps for creating a traffic incident
response: incident identification, verification, response, and
clearance. This paper is basically focused on the modeling
of traffic management and control after an incident has been
confirmed and reported by TMC. The proposed model is
applied in the response and clearance phases. To simplify
the case study, we assume that the incident was previously
detected, verified and the duration of the incident clearance
was predicted. In addition, the severity of the incident is also
reported as an indication of the number of lanes affected.

Last but not least, the incident affected area is determined
using previous studies. Recently, Pan et al. [29] studied the
spatial-temporal impact of traffic incidents based on archived
data using advanced sensors and came up with the incident
impacted area and the delay occurrence prediction in a road
network. The affected area normally contains all the surround-
ing network which experiences the congestion caused by the
incident and it is generally time-dependent to the reported
location of the incident. The problem we are trying to solve
is how to optimize the traffic control plan around the incident
location, in order to minimize the impact of the incident in
terms of vehicle total travel time. Therefore, we use the road
network in the affected area which is pre-determined, and we
formulate the problem as following:

Given a road network which has been identified as affected
by an accident, we define the following:
A is the set of links in the network,
W is the set of origin-destination pairs of the net-

work,
Rw is the set of routes between origin-destination

pair w ∈W ,
da is the queuing delay at link a ∈ A,
fwr is the flow on route r ∈ Rw,
va is the link flow on link a ∈ A,
λa is the “link green split” λa which is determined

by traffic signals at the end of the link (the definition will be
discussed in the next section),
ta(va, λa) is the travel time on link a ∈ A described as a

function of link flow va and “link green split” λa,
Sa is the capacity of link a ∈ A,
σw
ar is 1 if route r between O-D pair w uses link a,

and 0 otherwise,
Dw is the demand between O-D pair w ∈W ,
The objective is to minimize the total travel time of the

network. The target objective function is as follow:

minimize
∑
a∈A

∫ va

0

ta(va, λa)dx (1)

Subject to ∑
w∈W

∑
r∈Rw

fwr σ
w
ar = va, a ∈ A (2)

∑
r∈Rw

fwr = Dw, w ∈W (3)

va ≤ λaSa, a ∈ A (4)

fwr ≥ 0, r ∈ Rw, w ∈W (5)

Equation 2 represents the relation between route flows (fwr )
and link flows (va). Equation 3 shows the flow conservation
between route flows and O-D demands. Equation 4 shows that
link flow is limited by the exit capacity, which depends on the
link capacity and link green split. Equation 5 indicated that
link flows must be no less than zero.

B. The definition of link green split λa
In this paper, the definition of “link green split” (λa) is

the same as the one in the study of Yang and Yagar [30],
which is the amount of green time granted for a link (link
a) in a signalized intersection. As for Smith and Van Vuren
[31], green time is divided into: phase green time and link
green time. A phase is defined as a maximal set of compatible
approaches in an intersection. Therefore, the phase green time
is the green time of certain phase in a cycle in a signalized
intersection. The link green time is the green time granted for
a link by all the corresponding phases in a cycle of a signalized
intersection.

Let Λjk be the proportion of green time for which the kth

phase at junction j, therefore we can call Λjk a “phase green
split”. The allocation of green time to all phases at a junction
determines the green time of each link entering that junction,
therefore for each link a, the “link green split” (λa) is the
summation of all those phase green splits (Λjk) for which
phase k at junction j contain the movement of link a, or:

λa =
∑

phases Sjk contain link a

Λjk (6)

To be clear, for each junction j, the sum (over k) of “phase
green split” Λjk will be 1:∑

k

Λjk = 1. (7)

C. Assumptions

In this paper, we assume that the O-D demands are prede-
fined and fixed for the duration of our analysis. We use traffic
assignment model to get the link traffic flows which depend
on link cost functions and O-D demands. Therefore, we can
get deterministic link flows.

In Equation 7, we assume that there is no cycle loss time in
each cycle of an intersection. In addition, we assume that the
amber (yellow) time for each phase is considered as the green
time. In conclusion, the λa in this paper is the “link green
split” other than the “phase green split”. In addition, the link
travel time function (or cost function) is fixed for all links in
the investigated road network which only depends on the link
flow and the “link green split”. Therefore, the only parameter
we try to optimize for each link is the “link green split” λa.

For traffic signals in the network, we assume that each phase
of a cycle grants green to fixed movements. The cycle length
and order of phases in a cycle are fixed. Only the duration
of each phase is tunable. The duration of all phases in all
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signalized intersections are actually the decision variables for
the optimization problem.

In our case study network, all the roads have two lanes and
we simulate an incident affecting one of the two lanes at one
location. We assume that all similar accidents have the same
impact on any two-lane road sections in our network.

D. Optimization process

The introduction of “link green split” to our problem leads
to an optimization problem for traffic signal timing because of
the direct relationship between “link green split” and “phase
green split” in Equations 6 and 7. Now the optimization
problem can be transformed into the optimization of the traffic
signal timing in a road network.

1) Data input: The specification of the network is required
as an input, which consists of:
• O-D configuration: contains the location of origins and

destinations,
• O-D demand table: contains the trips between each pair

of origin and destination,
• Network configuration: contains all information about

links, nodes, speed limits, road capacity, etc.
• Link detail table: contains link free-flow travel time, link

speed limit, link capacity, and number of lanes,
• Traffic signal configuration: signalized node indexes,

number of phases, cycle time, signal timings, phase green
splits, and the links granted green for each phase.

2) Optimization steps: We solve the optimization process
by following the steps:

(1) Import the O-D configuration, O-D demand, network
configuration, link detail table, and traffic signal configuration
into the traffic simulation model;

(2) Generate all possible fixed traffic signal plans for all
nodes in the network. In this paper, the only variable in
each traffic signal plan is the phase duration, which means
the sequence of the phases and the cycle length are fixed.
For example, a network contains n signalized intersections.
One intersection (intersection #i) has 4 phases, then we
use the phase duration ([pi1, pi2, pi3, pi4]) to represent this
intersection and the network traffic signal plan is noted as
[[p11, p12, p13, p14], [p21, p22, p23, p24], ..., [pn1, pn2, pn3, pn4]].
The full description of how to generate the fixed traffic signal
plans are provided in the “initialization” module in the section
III-E (entitled GA modelling);

(3) For each traffic signal control plan, use the traffic signal
configuration and traffic signal timing plan to update the “link
green split”. The way of updating “link green split” is using
the Equation 6. In brief, the “link green split” is calculated as:
the total green time that a link is granted in each cycle time
divided by the cycle length;

(3) For each traffic signal control plan, we run the Aimsun
simulation model of the network to get the total travel time
which is defined in Equation 1; more detailed information
of constructing the traffic simulation will be described in the
Section IV;

(4) Check all the total travel times for all traffic signal
control plans and get the minimal total travel time and the
corresponding optimal traffic signal control plan;

(5) Output the optimal traffic signal control plan.

E. GA modelling

In our study, we employ a standard GA algorithm [32]
for traffic signal control optimization which we adapt to our
network needs and reported traffic incident . In the follow-
ing, we detail the parameters and steps we have followed
to successfully deploy such model for traffic control plan
optimization.
• Fitness function: To adapt our problem to GA, the target

function in Equation 1 is utilized as the fitness function. As
we want to minimize Equation (1) we employ the reverse of
Equation 1 as our fitness to maximize the fitness value in GA.
Then the fitness value is shown in Equation (8).

Fitness = −
∑
a∈A

∫ va

0

ta(va, λa)dx (8)

• The decision variable: The decision variable is a vector
of all phase durations for all the signalized intersections within
the network. In order to optimize the target function (Equation
1), we need to code the decision variables as the chromosome
in GA. The coding process is illustrated as following:

Decision variables Ψ (array of arrays) =

[[p11, p12, p13, p14], [p21, p22, p23, p24], ..., [pn1, pn2, pn3, pn4]]

Chromosome ψ (array) =

[p11, p12, p13, p14, p21, p22, p23, p24, ..., pn1, pn2, pn3, pn4]

Where puv means the phase duration of intersection u phase
v and n is the total number of signalized intersections. Observe
that the chromosome in GA is the same as the decision variable
with less groupings.
• The Genetic Algorithm structure for traffic signal

optimization: is shown in Figure 1 and contains various
modules such as “check stop”, “tournament”, “crossover”
and “mutation” which are also adapted to our application. A
detailed description of these modules is given in the following:

1. Prepare input data: Within GA there are several pa-
rameters that need to be determined in order to get a fast
convergence and a short computation time. We first use the
current traffic condition and traffic signal timing but also
fix: the population size, maximum number of generations,
probability of crossover, and probability of mutation.

2. Initialization: initialize the GA population with random
chromosomes of the dataset. As we can see, it is very compu-
tational intensive to sample all possible traffic signal control
plans with all possible combinations of phases spreading
across high phase intervals. Let’s consider, for example, one
signalized intersection which has 4 phases. Each phase has
a duration ranging between minimum 3 and maximum 90
seconds, which must be an integer. This means a total of
(90 − 3 + 1)4 = 59, 969, 536 possible traffic control plans.
The computational times to test all of the phase combinations
to find the optimal solution can be quite intensive just for one
intersection, not to mention more complicated road networks
with various nodes and complicated connections.
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Figure 1. GA optimization process.

Therefore, we randomly and uniformly sample the number
of individuals in each generation from the total feasibility
space of phase combinations as follows: we fix the cycle length
to 90 seconds, the number of phases in each signal to 4 and we
also establish the sequence of the phases in each traffic signal
plan. We also fix the range of each phase to be between [0, 90].
We allow for a phase to have 0 seconds which means that it
can be skipped.

For each intersection, we first generate phase 1 duration
(p1) by randomly choosing one integer in the range of [0, 90]
seconds. Then we generate phase 2 duration (p2) by randomly
choosing one integer in the range of [0, 90 − p1]. Then we

generate phase 3 duration (p3) by randomly choosing one
integer in the range of [0, 90− p1 − P2]. At last we calculate
the phase 4 duration (p4) as 90− p1 − p2 − p3.

3. Fitness function calculation: for each individual we
calculate the fitness function by decoding the chromosomes to
phase durations, updating the traffic signal timing according
to the chromosome and running a simulation model of the
network for static user equilibrium. We used AIMSUN as our
simulation tool to generate the fitness function. Within this
function, we first call the Aimsun traffic simulation model to
assign the preset OD demand to the network and then run a
microscopic stochastic route choice model to obtain the total
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travel time recorded in the network. At last we use the reverse
of the total travel time as the fitness value.

4. ‘Reach the maximum number of iterations?”: this
module checks if the maximum number of generations has
been reached; if not, it proceeds to the following steps.

5. “Tournament”: This module is used in order to obtain
two parents from the last generation as a preparation for
the next generation. In this module, we randomly select two
chromosomes from the population, followed by a tournament
between these two chromosomes and comparing their fitness
function values. Higher valued chromosome won this tourna-
ment and we return the winner as one of the parents.

6. “Crossover”: Two chromosomes are selected using the
“tournament” module, and the crossover happens under a
preset probability (called probability of crossover. For each
child, an inherent index xinherentis randomly selected as
a float which is in the range of (0, 1). Then the child’s
chromosome is calculated as in Equation 9.

Child = Father×xinherent+Mother×(1−xinherent) (9)

7. “Mutation”: Mutation changes the chromosome in chil-
dren in a preset probability (called probability of mutation).
In this application, mutation function only mutates between
phases within one intersection. The reason is to maintain the
cycle time in each intersection. For example, one child has a
chromosome of:

[p11, p12, p13, p14, p21, p22, p23, p24, . . . , pn1, pn2, pn3, pn4]

We then randomly select: a) an intersection u b) two phases
v and w from this intersection and c) the variation (Var) within
the range of (0, puv). The new duration of phases v and w are
calculated as: p′uv = puv − V ar, puw = puw + V ar. The rest
phase durations of this child remain the same.

8. “GA optimization”: continue to the next generation by
going to step 2 until the stopping criteria has been reached (in
our case the hyper tuned maximal number of generations has
been reached).

F. BGA-ML

The new proposed boosted genetic algorithm in this paper
makes use of the GA structure presented in the previous
section and adds the machine learning component in parallel,
as presented in Figure 2. The machine learning part is trained
offline and the BGA-ML process will be launched online
whenever there is a reported accident. The following steps
describe how the machine learning parts are interconnecting
with the GA parts with the purpose of reducing the state space
search and predicting the most likely phase duration to be cho-
sen based on previous trained data sets. The biggest advantage
of this approach is reducing the time that genetic algorithms
spend in creating the initial and subsequent populations, and
to learn from previous iterations in the past which were the
best choices that meet the optimization criteria, instead of
always starting from random and new combinations which
need intensive simulations to be run multiple times.

1) Optimization process: Compared to the previous opti-
mization approach in the GA algorithm, here the ML model
will replace the traffic simulation; therefore it will have the
same role as the traffic simulation which is to produce (more
specifically to predict) the total travel time for different sce-
narios. This helps to reduce the computational time taken by
running the traffic simulation for each new phase combination
that the GA generates.

2) BGA-ML Framework: In this paper, we focus on the
proof of concept of the BGA-ML framework applied on a
limited data set of a possible traffic accident in our case
study network. More specifically, we use the data generated
by various simulation runs in the GA experiments in which
only the selected incident is introduced and the ML model is
trained with the specific capacity drop caused by this incident.
The details of the incident will be described in the Section
Section IV.

Note that the framework can be further extended and trained
with a larger data set and random traffic disruptions. One
possibility is to divide the big network into small sub-networks
with similar characteristics. Other solutions can be clustering
the road sections with similar macroscopic fundamental dia-
gram (MFD). Therefore, further research will need to consider
clustering of regions/road sections/sub-networks that has the
similar characteristics (this is an extension which we aim for
in the future).

After the collection of the output data from previous simu-
lation runs, we process and format it into a new data frame in
Python, in order to build the feature necessary for training the
machine learning models. Furthermore, we select the most im-
portant features that will be used for ML training and testing as
detailed in the next sub-section “Feature Generation”. Lastly,
we apply different regression models to the training data set
and validate them using a set of various performance metrics
as detailed in Section III-F5. By doing multiple tests over
the performance of each ML model under different parameter
variations, we will determine the best regression model for our
problem with its best hyper-tuned parameters.

3) Feature generation: As previously indicated, we record
the output data while running the original GA using the traffic
simulation with a traffic incident in one of the links of the
network and use it as the training data set of our ML models.
It’s very important to keep the training data set consistent with
the GA mechanism to ensure the compatibility between ML
and GA integrated optimization framework.

The ML models are trained to predict the total network
travel time by using the following features:
• the traffic state of the network: In this paper, we

simulate the incident for one hour simulation and output
the total travel time for the one-hour period, therefore, we
recorded profiled traffic status at each 10-minute time interval.
Key features recorded are: section capacity (considering the
capacity drop after the incident), section flow and section
speed. Similarly, we record these features for each link at each
ten minute period. To summarize, we collect a total of 72 links
× 3 feature/link = 216 features.
• the traffic signal plan of the signalized intersections:

this is the same as the decision variable in GA which is a
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Figure 2. BGA-ML optimization process.

vector of all phase durations for all signalized intersections.
In this network, there are 4 signalized intersections, and each
intersection has 4 phases, therefore we record 16 features
which represent the signal plans.

Overall, after creating the feature matrix we have obtained
a total of 232 columns, and 9743 data records to be used for
the model training, validation and testing.

4) The regression models: Choosing the best fitted regres-
sion model that can be used for the double-layer optimization
framework is not a trivial task and before making any decision,
we used four different regression models including: Gradient
Boosting Decision Tree (GBDT), Extreme-Gradient Boosted
Decision Tree (XGBT), Random Forest (RF) and Linear Re-
gression (LR). GBDT is an refined machine learning technique
based on Decision Trees (DT) [33][34][35][36]. Boosting can
be interpreted as an optimization algorithm on a suitable cost
function [37] while the DT is a decision support tool which
contains a tree-like structure and have been used extensively
for various prediction approaches in either classification or
regression problems. In a typical DT, each node that is inside
the tree represents a decision making procedure, each branch
represents the outcome of the decision making, and each

leaf node represents a class label. The paths from root to
leaf represent the classification rules or the prediction path.
XGBT is a enhanced version of GBDT [38] by introducing a
regularization parameter in the learning objective function (to
control over-fitting); it also introduces a sparsity awareness
algorithm for parallel tree learning and has a better support
for multi-core processing (this make it very appealing for
real-time applications. Only recently they have started to gain
more popularity and be applied successfully, for example, for
incident duration classification or regression (see [39]). RF
is an ensemble learning method which constructs multitude
of DTs at training time and outputs the class that appears
most often in classification or the mean prediction of the
individual trees in regression[40], [41]. LR is a linear approach
to modelling the relationship between an dependent variable
and one or more independent variables and is taken here
as a baseline of the prediction outcome validation of more
advanced machine learning models presented above[42], [43].

5) Performance metrics: In order to compare the perfor-
mance of each regressor and evaluate their accuracy and
performance, we considered several performance metrics such
as: the Mean Absolute Error (MAE), the Root Mean Squared
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Error (RMSE) , R Squared (R2), Mean Absolute Percentage
Error (MAPE). MAE is a measure of difference between two
continuous variables calculated as:

MAE =

∑n
i=1 |yi − xi|

n
=

∑n
i=1 |ei|
n

(10)

where xi is the prediction and yi is the true value, therefore
the absolute errors is |ei| = |yi − xi|.

MSE is an estimator which measures the average of squares
of the errors and it’s calculated as:

RMSE =

√√√√ 1

n

n∑
i=1

(xi − yi)2 (11)

where the squared errors is (xi − yi)2.
R2 is the proportion of variance in the dependent variable

that is predictable from the independent variable(s). The R2

provides a measure of how well observed outcomes are repli-
cated by the model based on the proportion of total variation
of outcomes.

MAPE is a measure of prediction accuracy of a forecasting
method which usually expresses accuracy as a percentage as
indicated below:

MAPE =
100%

n

n∑
i=1

|yi − xi
yi

| (12)

6) Hyper-parameter tuning: The chosen machine learning
algorithms have a set of hyperparameters – parameters related
to the internal design of the algorithm that cannot be fit from
the training data. In order to fine tune the dozens of parameters
for each regressor that we have been using in our optimization
framework, we perform a five-fold cross-validation (5CV)
method when deciding the training and testing data sets. First,
we randomly divide our whole data set into five folds which
have the same size. Then we choose 4 folds as the training data
set and use the remaining 1 fold as the testing data set. We will
shuffle the folds five times and each fold serves as a test data
set once. For each regression, we tune the hyperparameters
on each training data set, at each learning fold using various
random combinations, evaluated using the 5CV. A detailed
discussion on all settings is further provided in Section IV-C of
the Case Study analysis. When training the regression models,
the average values of all performance metrics are recorded for
further comparison.

IV. CASE STUDY

For showcasing the benefits of the proposed approach,
a four-intersection network was designed in AIMSUN [44]
and three scenarios are constructed in order to optimize the
traffic signal timings under normal conditions and under traffic
incident conditions. The GA model and BGA-ML model are
then tuned by running multiple times using different parameter
settings before converging towards the optimal parameters to
be used in the case study.

A. Network Configuration

This network layout of the simulation model is shown in
Figure 3a and is a left-hand drive model to accommodate the
Australian road environment. The simulation duration is one
hour and each intersection is a typical four-branch signalized
intersection with dedicated right turning lane and dedicated
left turn lane. The detailed layout of intersection 1 is shown
in Figure 3b as an example, and all the other intersections are
configured in the same way.

1) Configuration and traffic signals: Each intersection has
the same cycle time duration (which is 90 seconds) and the
same number of phases (which is 4). The order of phases are
fixed. Within each phase, the green granted movements are the
same and fixed for all intersections. The only variable in signal
configuration is the phase green times. The configuration of
traffic signals for each intersection is shown in Table I.

2) Traffic demand: The O-D indexes are shown in Figure 4
and the O-D trips for one-hour simulation are shown in Table
II. As highlighted in Table II, a higher flow is set from centroid
7 to centroid 3. This O-D pair contains 2 routes, which are
shown in Figure 4. Special attention will be paid in observing
the flows on these two routes and how they are impact by
traffic accidents as well as the optimization methods proposed
in this paper.

B. Aimsun simulation setups

We follow the standard process of Aimsun simulation to
generate the total travel time for each traffic signal plan, by
first updating the “link green split” for each link connected to
any signalized nodes using Equation 6. For those links which
are not connected to any signalized nodes, the “link green
split” will be set to 1. Aimsun uses the “link green split” to
calculate the travel time for each link as it affects the flow
exiting multiple interconnected links. For example, if one link
has the “link green split” of 0.4, this means that only 40% of
the time this link will be granted a green light.

Next we apply a static traffic assignment modelling scenario
to obtain the initial link flows assigned to each of the road
sections during a one-hour simulation set up for morning peak.

The initial OD demand of our simulation will be further split
and profiled into 6 time intervals of 10 minute each by running
microscopic dynamic user equilibrium (DUE) scenario. This
ensures a dynamic behavior of our traffic simulation modelling
alimented by time-dependent OD matrices with adaptive traffic
signal plans. Finally, the simulation output consists in the total
travel time obtained at each each 10-minute time interval while
running microscopic DUE simulation.

C. GA parameter tuning

There are several parameters that need to be set up for the
initial genetic algorithm creation, which are: the population
size, the maximum number of generations, the crossover
probability, and the mutation probability. These have been
tuned with the computational time in mind as well and are
detailed as follows:
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(a) (b)

Figure 3. (a) Network layout and (b) intersection 1 layout.

Figure 4. O-D index configuration

1) Population size and maximum number of generations:
Population size is the number of individuals in one population
in one generation. In our experiment by individual we refer to a
traffic signal plan which is represented by a chromosome noted
as [p11, p12, p13, p14, p21, p22, p23, p24, . . . , pn1, pn2, pn3, pn4].
Maximum number of generations is the maximum number of
how many evolutional generations we will run in one opti-
mization cycle. The max number of generations is determined
by the performance of the fitness function and is set at the step
after which the fitness function doesn’t improve anymore.

In order to set these two parameters, we choose four

possible combinations for our pilot experiment, which are
shown in Table III.

As shown in Figure 5, the fitness values of final optimal traf-
fic signal solutions are plotted for each generation and for four
different population sizes (25, 50, 75 or 100 individuals). We
have also tested larger population sizes and results indicated
that the algorithm converges very fast after 75 - 100 individuals
in a population without any further improvement; therefore we
only show these 4 difference convergence rates for the above
four population sizes in this subsection. The unit of the fitness
value is (vehicle · hour). As we can see, the cases when the
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Table I
CONFIGURATION OF TRAFFIC SIGNALS FOR EAHC INTERSECTION

Phase ID Traffic signal configuration (green movement highlighted)

1

2

3

4

“population size = 100” and “population size = 75” present the
same converging trends and they both converge simultaneously
after the 20th generation. The “Population size = 50” case

also converge at the 20th generation, but shows a different
converging trend compared to the “100” and “75” cases, which
is slower in the initial stages of less than 10 generations. The
“population size = 25” case converges at the 40th generation,
which is the slowest case to convergence, therefore we exclude
it as a possibility for the best optimization setup.

As a plus, the optimal traffic signal settings are recorded
and the phase durations in intersection 1 and intersection 3
are shown in Figure 6 and 7 respectively. The phase durations
for other intersections can be found in Appendix A. Once
again, the fitness value converges at the 20th generation for all
population sizes except the “population size = 25” case, where
the phase durations still not converge towards the optimal
values and reiterating once again this would be a unwise
setting.

2) Probability of crossover: This parameter enables to
inherit a good fitness from the last generation to a new
generation; a higher value guarantee a fast convergence, so
the probability of crossover is set to 0.8 in all experiments
in this paper. Because mutation is applied to all individuals
independently after crossover for each generation, setting up
a high crossover probability wouldn’t affect the mutations.

3) Probability of mutation: Mutation generates new chro-
mosomes which enrich the gene library and is a double-
edge sword. On one hand, the mutation may happen to a
chromosome with bad fitness values and transform it into a
chromosome with better fitness values. On the other hand,
mutation creates noise to the convergence of GA and diversity
so the algorithm can jump out of local optima. In order to avoid
noise in convergence, the mutation probability is set to 0.1 in
all experiments of this paper.

4) Computational time: Computational times are recorded
at the beginning and the end of a generation. Figure 8 shows
the accumulative computational time of each generation with
different population sizes. It shows the linear relationship
between accumulative computational time and generation ID.
Figure 9 shows that the first 10 generations always consume
more time than the rest of generations and after 10 generations,
each generation takes the same time to be finalised. Besides,
we notice a linear relationship between the computation time
and the population size for the same generation ID which
indicates that the computational times of GA do not increase
exponentially with the size of the population.

5) Optimal parameter choice: From previous combinations
of GA parameters and observations mentioned above, we
determine a set of parameters with fast and stable convergence
and relatively short computation time. For our study, the
maximum number of iterations is set to 20, the population
size is set to 75, the crossover probability is set to 0.8, the
mutation probability is set to be 0.1, which guarantees an
average computational time of about 7 minutes per complete
generation run.

D. BGA-ML Parameter tuning

As previously mentioned, because we use the different
kinds of regression models there are a lot of hyper-parameters
within the models. The data used to train the ML models
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Figure 5. Fitness values for different combinations of population size and maximum number of generations

Figure 6. Phase durations of intersection 1
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Figure 7. Phase durations of intersection 3

POPULATION SIZE:

Figure 8. Accumulative computational time

POPULATION SIZE:

Figure 9. Computational time for one generation
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Table II
TRAFFIC DEMAND

From/To 1 2 3 4 5 6 7 8 Total

1 0 150 150 150 150 100 100 150 950

2 150 0 100 100 100 150 150 100 850

3 150 100 0 150 100 100 100 150 850

4 100 150 100 0 150 100 150 150 900

5 150 100 100 150 0 150 150 100 900

6 100 100 100 100 0 0 150 100 650

7 100 150 750 150 150 100 0 150 1550

8 100 150 150 100 150 100 100 0 850

Total 850 900 1450 900 800 800 900 900 7500

Table III
EXPERIMENT SPECIFICATIONS

Run ID Population size Maximum number of generations Tested generation size

1 25 50 [1,2,..50]

2 50 50 [1,2,..50]

3 75 50 [1,2,..50]

4 100 50 [1,2,..50]

are the “initial state of the network” and the “traffic signal
setting of the signalized intersections”. In our network, there
are 72 sections and each section we recorded the speed,
flow and density over each of the ten-minute period of the
simulation. In addition, we have 4 intersections which contain
4 phases, therefore, in total we had 3∗72+16 = 232 features
considered in the ML training. We ran 10,000 simulations
using randomized traffic signal control plans and saved the
232 features in a database external tot he traffic simulation
model. After cleaning the runs with repeated traffic signal
control plans, we have 9,743 good runs in our database.

1) Hyper parameter tuning: For all of our regression mod-
els, we use the randomized search as the searching method
[45] and 5CV as the cross validation method, so there are
several important parameters which are tuned within the
random search algorithm such as: n iter, scoring, n jobs.
In general, n iter is the number of random search iterations,
scoring is the defined model evaluation rules which follows
the conventional scheme: higher return values are better than
lower return values [46]. For example, the “accuracy” scoring
means that the higher accuracy values are better than lower
accuracy values. At last, n jobs is the number of processors
used for parallel computing.

In our GBDT and XGBT regression models, we considered
max depth, learning rate, n estimators, subsample [46] as
the main parameters to be hyper-tuned, where: max depth
represents the maximum depth of the individual regression
estimators (each estimator is a decision tree (DT)), learn-
ing rate is the contribution of each tree to the overall outcome,
n estimators is the number of boosting stages to perform, and
subsample is the fraction of samples to be used for fitting
the individual base learners (if smaller than 1.0 this results in
Stochastic Gradient Boosting). subsample parameter interacts
with the n estimators parameter. Choosing subsample < 1.0
leads to a reduction of variance and an increase in bias.

Table IV
PARAMETER RANGE SPECIFICATIONS FOR ML MODELS

Parameter name Range

n iter {50, 100, 150, 200}
scoring {MAE,RMSE,MAPE,R2}
n jobs 12

max depth {3, 5, 7, 9, 11, 13, 15}
learning rate {0.0001, 0.001, 0.1}
n extimators {20, 21, 22, 23, ..., 198, 199, 200}
subsample {0.6, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 1.0}

Table IV shows all the parameters we have tested and their
ranges.

2) Optimal parameter selection for BGA-ML: We first test
the parameters used in the randomized search and 5CV which
are n iter and n iter. Then we record all the performance
metrics for all the models in all parameters. Then we rank all
the regression models according to each performance measure
presented previously. Figures 10,11,12 and 13 show the top 10
regression models which have been been winning across all
combinations, and evaluated for each performance measure.
We make the observations that the number of combinations to
be plotted is very large and these figures have been selected to
represent the best performing models under the best parameter
setting.

After observing the top 10 lists shown in these figures, we
can conclude that:

1. XGBT trained with R2 over n iter = 100, is no doubt
the best regression model because it’s the top 1 against three
of the performance metrics (MAE, RMSE, and R2) and is on
the 14th place when evaluated with MAPE = 126.91.

2. XGBT trained with MSE over n iter = 50 is also a
good regression model because it’s always in the top 3 for
three of the performance metrics (MAE, RMSE, and R2) and
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is on the 14th place with MAPE = 124.17.
3. XGBT trained with MSE over n iter = 200 is the

all-rounder with good reliability because it’s in top 5 for all
four metrics.

4. GBDT trained with MAPE over n iter = 200 is also
a reliable regression model because it’s in top 5 for all four
metrics; however it slightly underperforms compared to the
third case presented above.

Overall from all results obtained we observed that XGBT
and GBDT outperforms RF and LR in all measures in the
performance metrics. We choose XGBT trained with R2 over
n iter = 100 as our best regression model and therefore,
we further run XGBT multiple times to obtain the best
sets of values for max depth, learning rate, n extimators,
subsample. Finally, we conclude on the best parameters for
the chosen model:
“XGBRegressor (base score=0.5, booster=‘gbtree’,

colsample bylevel=1,colsample bynode=1,
colsample bytree=1, gamma=0,
importance type=‘gain’,
learning rate=0.1,
max delta step=0, max depth=7,
min child weight=1, missing=None,
n estimators=190, nthread=None,
objective=‘reg:linear’, random state=0,
reg alpha=0, reg lambda=1,
scale pos weight=1, seed=None,
silent=None, subsample=0.6, verbosity=1)”

Figure 14 presents the predicted travel time (y axis) [in
seconds] and the real travel time (x axis) [in seconds] using
the best performance regression model chosen above. It shows
that although the model is the best regressor over all models,
there is room for improvement due to high noise and large
variation in the training data sets which have been obtained
from traffic simulation modelling, not from real-world set-up;
an ideal extension of our work is to use the training data set
as from real intersection set-up; this would require however
extensive information to be provided by management centers
which are not always stored for optimization purposes. Finally,
we will use this model as ready-to-use prediction model in the
BGA-ML optimization.

E. Scenarios
Using the above GA and ML parameters previously fine-

tuned, four scenarios are designed for our case study which
are detailed below:

1. Regular traffic scenario which is using GA for traffic
control optimization: the proposed GA model will be applied
to the “no-incident network” and a simulation applying the
optimal signal control (we can call it “no-incident optimal
signal control”) is recorded.

2. Traffic incident scenario without GA traffic control
optimization: an incident is created in the network at the
location shown in Figure 15 which will last for one hour. The
incident blocks one lane of a two-lane link in route 2 from
centroid 7 to centroid 3. The traffic flows on both route 1 and
route 2 will be affected by this incident. The traffic signal plan
in scenario 2 is the same as scenario 1.

3. Traffic incident scenario with the GA traffic control
optimization: the proposed GA model will be applied to the
network and a simulation using the new optimal signal control
will be recorded.

4. Traffic incident scenario with the BGA-ML traffic
control optimization: the proposed BGA-ML optimization
framework will be applied to the network and a simulation
using the new optimal signal control will be recorded.

V. RESULTS

Tests on all four scenarios using corresponding optimization
models are performed in our experiments. The following
sections display the results of all the scenarios as well as their
performance.

A. Scenario 1: No incident scenario with GA

Let’s denote ai, bi, ci, di, i = 1, ..4 as the phases of each
intersection, where a1 is the first phase of intersection 1,
b1 is the second phase of intersection 1, etc. The outcome
of proposed GA model returned the following optimal phase
values [in seconds] of the whole network under no incident
conditions:

Optimal phase setting scenario 1 =

{18, 22, 12, 38, 20, 19, 15, 36, 17, 12, 17, 44, 30, 22, 9, 29}

The corresponding optimal fitness value is -22.41, which
corresponds to a total travel time of 22.41 vehicle · hour.

The convergence of each phase duration in intersection 1
and intersection 3 are presented in Figure 16 and 17 respec-
tively. The convergence of each phase in other intersections
have the same pattern as intersection 1, which can be found
in Appendix B. These are the outcome of the GA optimization
which starts from an initial population and converge towards
the optimal values of each phase duration.

In each sub-figure (such as (a), (b), (c) and (d)), GA started
with a big range of phase duration with scattered corre-
sponding fitness values in generation 1. Then after various
generations of evolution, the fitness values increase gradually
and all phases have reached convergence at the end of GA
process in generation 20.

There is a significant trend for intersection 3 where the
duration of phase 4 is getting longer as the number of
generations increases. As shown in Table 1, phase 4 contains
the right-turn movement of north and south bound traffic and
left-turn movement from east and west bound traffic. The
reason for this trend is the high demand from centroid 7 to
centroid 3 shown in Table 2 and Figure 3, which leads to
high flows using route 1 and route 2 shown in Figure 3. The
increasing trend in phase 4 duration in intersection 3 provides
more green time to accommodate the traffic flows using route
2.

In addition, the simulated flow using the optimal traffic
signal timings generated from GA model is presented in Figure
18a. The simulated flows prove that the optimal signal timings
generated by GA model are aware of the high demand and
diverge the flows for two routes. The flows along route 1 and
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Figure 14. Predicted vs. real data using the best XGBT regression model after the optimal hyper-parameter tuning.

 

Figure 15. Traffic incident configuration
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Figure 16. Phase duration convergence in intersection 1

route 2 are around 1200 to 1300 vehicle/hr which are quite
even. The reason of evenly split between route 1 and route
2 flows is that both route 1 and route 2 has similar lengths,
capacities and turnings in our network.

B. Scenario 2: Traffic incident scenario without GA/BGA-ML

In this scenario, the same signal control plan as scenario 1 is
used and the simulated flow are presented in Figure 18b. The
total travel time obtained in this case is 47.37 vehicle · hour,
which is 111.38% more than the travel time experienced under
no incident conditions (22.41 vehicle · hour).

By comparing Figure 18b and Figure 18a, the traffic flow on
route 1 increased while the traffic flow on route 2 decreased.
This is reasonable, because there is an incident happening
during the simulation on route 2.

C. Scenario 3: Traffic incident scenario optimization using GA

The outcome of proposed GA model is recorded in this
case of optimization after the accident has happened. The
convergence of each phase in each intersection have the same
pattern as in Figure 16 and can be found in Appendix C. The
final outcome of the GA otpimisation for this scenario is:

Optimal phase setting scenario 3 =

{31, 22, 13, 24, 29, 23, 17, 21, 30, 21, 18, 21, 29, 38, 9, 14},

and the corresponding optimal fitness value is -28.24, which
means total travel time is 28.24 vehicle·hour which is 26.02%

more than the travel time experienced under no incident
condition in scenario 1 (22.41 vehicle · hour) and 40.76%
lower than scenario 2 (47.37 vehicle · hour). This means the
GA model is capable of minimizing the total travel time under
non-recurrent incidents by almost 40% .

In addition, the simulated flow using the optimal traffic
signal timings generated from GA model is presented in
Figure 18c. The flow on the incident located section dropped
comparing to Figure 18a. On the other hand, by comparing
Figure 18b and Figure 18c, the allocation of trips along route
1 and route 2 are almost the same, which means that the
GA optimized signals maintain the traffic flow and do minor
adjustment of signal timing to minimize the total travel time
in the network.

D. Scenario 4: Traffic incident scenario optimization using
BGA-ML

In this scenario, we use the best regressor model previously
adopted to replace the simulation and to predict the total travel
time. The outcome of proposed BGA-ML model is recorded
and discussed here. The BGA-ML model has an unique
behavior comparing to GA model, as showcased from the
density plots of the fitness values of each model after the first
generation and represented in Figure 19a. From the beginning,
the very first generation of BGA-ML already contains some
very good fitness values and has a better and less sparse
population coverage of its fitness value than GA.
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Figure 17. Phase duration convergence in intersection 3

As shown in Figure 19b, GA’s fitness values are slowly
increasing while BGA-ML’s fitness values are centralizing
faster towards a higher and more compact fitness value; even
from generation 5, this value is highly possible to be the best
fitness value we can get in Generation 20. This indicates a fast
convergence of the BGA-ML towards the optimal solution and
its efficiency.

As further shown in Figures 19c and 19d, GA is catching
up slowly to its optimal fitness value while BGA-ML stays
almost the same, meaning it converged earlier than the simple
GA. Finally we can take a closer look at the last generation
20 when BGA-ML has a lot of chromosomes with the same
greatest fitness value (very tight density plot). This is a pure
indication of a fast converge of the BGA-ML compared to
regular GA. However, is hard to decide which one is the best
chromosome. Therefore, we plot all the chromosomes which
contains the phase durations for all signalized intersections in
Figure 20.

As we can observe from this figure 20, 59 out of 75 chromo-
somes have the best fitness value. The BGA-ML can capture
the best phase durations but with a lot of prediction noise.
Therefore, we treat the mean values of all phase durations
as the optimal phase duration to remove the noise. The final
outcome of BGA-ML model for this scenario is:

Optimal phase setting scenario 4 =

{33, 13, 8, 36, 9, 18, 15, 48, 38, 9, 4, 39, 23, 7, 10, 50},

and the corresponding optimal fitness value is -16.06, which
means total travel time is 16.06 vehicle · hour. This is even
lower than the original traffic condition without any accident
(by 25%) which indicates that the BGA-ML not only is
better than regular GA optimizer (by 43%), but has a higher
capacity of optimizing better the traffic phase durations under
incidents when compared even to the “no-accident” conditions.
However, we would like to mention that the accuracy of the
total travel time predicted by BGA-ML is highly affected
by the embedded ML model. In this case, our ML model
was trained within 9,743 runs mentioned previously in the
Section III-F3, under one-incident conditions blocking a lane
out of two in the road section.

Nevertheless with limited number of runs (close to 10,000),
our BGA-ML model still shows remarkable good performance
as we will discuss in the next section (Sec. V). Its performance
can be further improved with several hundred thousands or
more runs to better train the ML regressor; however this will
require extensive computational power due to the large number
of possibilities and hyper parameters to be tuned.

In terms of computational time, BGA-ML takes only 11
minutes to complete while GA needs about 8 hours. BGA-
ML is much faster for any real-time applications in term
of computational time. We still believe there is room for
improvement in both running time and accuracy by expanding
the modelling spaces and find faster convergence methods.
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(a) Simulated flow under optimal traffic signal settings without any
incident

(b) Simulated flow with incident

(c) Simulated flow under incident with GA optimized signal control

Figure 18. Flow comparison for Scenario 1,2, and 3

VI. DISCUSSION

In scenario 1, we simulated the daily normal traffic under
normal traffic control plan. The GA model was applied to get
the optimal traffic control plan. Then in scenario 2, a traffic
incident was created in the network, and no more action was
taken to respond to the traffic incident. The total travel time
in scenario 2 increased by 111.38% comparing to the total
travel time in scenario 1. We then simulated the case that we
took instant response to the traffic incident and applied the GA
model to re-estimate the optimal traffic control plan. The total
travel time in scenario 3 only increased by 26.02% 1comparing
to the total travel time in scenario 1. By comparing scenario
2 and 3, the proposed GA model is able to adjust the signal
timings to minimize the total travel time. In our case study, a
40.76% of total travel time saving is achieved in the network.
Lastly we evaluated the BGA-ML model in the scenario 4 and
revealed is lower by 43% than the regular GA and a further
25% compared to the no accident conditions, revealing his
power of best optimizing the phase durations under any type

of conditions. After a series of hyper-parameter tuning, we
were able to shorten the computational time from 8 hours
to 11 minutes, which proved to be a significant time saving
procedure.

Observe that the behavior of BGA-ML differs from the
original GA. First, the BGA-ML model converges much faster
than GA. Although this might be caused by the training
process and the range of training data which is limited;
therefore the prediction by the ML may not cover the whole
space of possible fitness values. It’s safe to infer that ML
boosted the BGA-ML’s converging process considerably as it
converges at about 10th generation while GA needs at least
15-20 generations to converge.

Secondly, also as a reason of the fast convergence, the
prediction of the ML on the input data is very robust and
fuzzy. In other words, a lot of chromosomes have the same
fitness value in our trial. Although this is highly dependent on
the training of the ML model, we believe is unavoidable due
to the lack of real-life training data.
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Figure 19. Fitness value density plot with GA and BGA-ML

Thirdly, some ML predictions are out of the feasible range.
In our case, the prediction is the total travel time, but we
observe some negative values predicted by the ML as shown
in Figure 14. It’s unrealistic to have the travel time to be
negative, so we treat this as an over-fitting and we replace
the prediction with a very large travel time by applying a
heuristic rule. Lastly, the determination of the final output in
BGA-ML is different than GA. Because of the nature of the
ML we discovered, is more difficult to determine the optimal
chromosome. After we observed all the chromosomes from the
BGA-ML (in Figure 20), most of the chromosomes contains
similar values except some noise which means we can use
some statistical skills such as averaging all the chromosome

to determine the optimum. We calculate the average and the
standard deviation of the phase duration for each phase which
are shown in TableV with a relatively small standard deviation.
We use the mean value as our optimum and we make a final
adjustment by making all the phase duration into integers.

VII. CONCLUSION

In this paper, a boosted GA method using ML is devel-
oped to mitigate the impact of non-recurrent traffic incidents
under a case study network. The proposed BGA-ML model
is transformed from a standard GA model by adapting the
key components to traffic signal timing optimization. These
components consist initialization, fitness function calculation,
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Chromosome:

Figure 20. The phase durations in generation 20 of BGA-ML

Table V
THE STATISTICS OF THE PHASE DURATION IN THE LAST GENERATION

PhaseID Average phase duration Standard deviation

p11 33.830 4.231

p12 12.85 4.77

p13 7.39 4.70

p14 35.93 5.46

p21 7.78 1.66

p22 18.17 2.12

p23 15.27 3.85

p24 48.78 3.75

p31 38.20 8.69

p32 10.35 3.37

p33 2.08 2.53

p34 39.35 8.52

p41 23.34 5.25

p42 6.03 0.80

p43 10.42 4.14

p44 50.20 4.26

crossover, mutation and so on. In prior to traffic simulation
with traffic incidents, the key parameters of GA such as
population size and a maximum number of generations are
sampled and the best setting of these key parameters are
worked out by choosing the best performance with relatively
short computation time. Then we boost the original GA by

embedding the ML to make a new BGA-ML model. The ML
model is specially trained to replace the Aimsun simulation
model in order to predict the total travel time.

At last, as a proof of concept, an experiment is designed
to simulate the cases whether TMC takes action to revise
traffic control plans after the appearance of an incident or
not and compare the performance of applying GA and BGA-
ML’s in this urgent situation. The experiment results show
improvement of total travel time if the TMC uses the proposed
BGA-ML model to re-optimize the traffic control plan under
the incident condition comparing to taking no action at all.
The saving in total travel time is by 43% than the regular GA
and a further 25% compared to the no accident conditions.
BGA-ML seems even more promising than using a simple
GA, and has a lower computational time with great potential
of completing the task.

Due to a all-at-once feature selection, the ML model in this
paper predicts very fuzzy outcome. Future work can be further
developed to improve the way the best ML regressor learns
from the traffic network and the incident response. This will
mean exploring more reinforcement learning techniques online
as new traffic data becomes available.
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APPENDIX A

This section contains the graphs of the phase duraton
convergence over different number of generations (from 1 to
59) and different size of the population (25,50,75, and 100).

(a) phase 1 (b) phase 2

(c) phase 3 (d) phase 4

Figure 21. Phase duration convergence in intersection 2

(a) phase 1 (b) phase 2

(c) phase 3 (d) phase 4

Figure 22. Phase duration convergence in intersection 4

APPENDIX B

This section contains the graphs of the phase duration
convergence in the scenario 1: without traffic incident.
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Figure 23. Phase duration convergence in intersection 2

-1200

-1000

-800

-600

-400

-200

0

0 10 20 30 40 50 60 70 80 90 100

F
it

n
e

s
s
 v

a
lu

e

Phase duration

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

(a) phase 1

-1200

-1000

-800

-600

-400

-200

0

0 10 20 30 40 50 60 70 80 90

F
it

n
e

s
s
 v

a
lu

e

Phase duration

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

(b) phase 2

-1200

-1000

-800

-600

-400

-200

0

0 10 20 30 40 50 60 70

F
it

n
e

s
s
 v

a
lu

e

Phase duration

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

(c) phase 3

-1200

-1000

-800

-600

-400

-200

0

0 10 20 30 40 50 60 70

F
it

n
e

s
s
 v

a
lu

e
Phase duration

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

(d) phase 4

Figure 24. Phase duration convergence in intersection 4

APPENDIX C

This section contains the graphs of the phase duration
convergence in the scenario 3: with traffic incident.
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Figure 25. Phase duration convergence in intersection 1

https://github.com/ft912678/BGA_ML
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Figure 26. Phase duration convergence in intersection 2
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Figure 27. Phase duration convergence in intersection 3
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Figure 28. Phase duration convergence in intersection 4
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