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Introduction
Why is hard to manage incidents?

a) random planned and unplanned events can severely disturb regular traffic 
conditions 

b) the spatial structure and layout of the network can induce high complexity in 
the localisation of traffic count stations and the reported incidents

c) the spatial and temporal distribution of traffic flow can induce direct and indirect 
congestion propagation patterns

d) missing or erroneous data due to varying equipment functioning state, or 
inconsistent human reporting. 

e) traffic forecasting is a necessary step for efficient network operation and is an 
integral part of intelligent transportation systems (ITS) applications. 
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Introduction
Main critical functionalities for an incident management platform:

a) Provides fast insights into the current traffic states

b) Predicts the evolution of traffic congestion under disruptions

c) Is able to simulate various scenarios of how to manage the disruption in real 
time

d) Is able to compare and optimise the best response plans that traffic operators 
need to take in order to clear the affected area as soon as possible

e) Can be used for BOTH intervention and planning purposes. 



UTS CRICOS 00099F

Summary

1. Introduction

2. Methodology
1. Incident Management platform
2. Demand Estimation and prediction via ML
3. Incident Duration Prediction via ML

3. Case Studies and results
1. Sydney Victoria Rd
2. Demand estimation and prediction results
3. Incident impact Analysis
4. San Francisco Incident duration prediction

4. Conclusions



Footer content here

Methodology

ML DL

ML
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OD Demand Estimation
• The most crucial input for any DTA 

models is the origin-destination (OD) trip 
table.

• The success of the DTA application relies 
on the quality of OD demand matrices.

• Estimating the OD demand by using link 
traffic data is a popular approach and far 
superior to doing the conventional travel 
surveys which are slow and expensive.

• Many studies proposed a bi-level 
optimization formulation where the 
feedback of demand changes is 
evaluated by an assignment model 
iteratively .
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where,

�𝑥𝑥𝑖𝑖𝑡𝑡, 𝑥𝑥𝑖𝑖𝑡𝑡 are the initial and estimated demand flow of OD pair i (i ϵ I) at time period t,

�𝑦𝑦𝑎𝑎𝑡𝑡,𝑦𝑦𝑎𝑎𝑡𝑡 are the observed and estimated link flow in link “a” at a time period h (a ϵ A, 

h=[1,T]),

𝑝𝑝𝑎𝑎,𝑖𝑖
ℎ,𝑡𝑡 is the assignment proportion of 𝑥𝑥𝑖𝑖𝑡𝑡 that passes link “a” during a time period h,

ω is the reliability weight on the initial demand data.

We express the problem mathematically as follows:
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OD Demand Prediction
Several Machine Learning models have been applied (Geron, 2015)

• Support Vector Machines (SVM) – used for both classification and regression and can deal with noisy data sets

• Decision Trees (DT) – are non-parametric supervised ML algorithms which divides the data sets in subsets based 
on specific thresholds

• ARIMA – traditional time series prediction using the autoregressive moving average

• Extreme Gradient Boosting (XGBoost) – is a tree based algorithm with a boosting enhancement on the objective 
function

• Random Forests (RF) – ensemble learning methods using a multitude of decision trees at training time and 
outputting the class that is the mode of the classes (classification) or mean average prediction of individual trees 
(regression),

• kNN (k-Nearest Neighbors) – used for both classification and regression which analyses the k closest training 
examples in the data set, 

• Light Gradient Boosted Model (LGBM) – uses tree based algorithms, etc. 
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Case studies

Victoria corridor sub-network. Green points show 
signals equipped with SCATS count detectors 
(measured traffic data). Red line demonstrates the main 
Victoria corridor

• 1,310 links and 428 nodes

• 81 signalized intersections with the adaptive SCATS control 
system running

• 4-h morning peak hours from 6:00 to 10:00 AM.

• 1,262 OD pairs with various demand profiles – one ML for 
each OD pair 

• modified multinomial logit model as an advanced stochastic 
route choice model (Aimsun, 2013)

• Maximum five shortest paths are calculated using Dijkstra’s 
label-setting algorithm. 

• Aimsun modelling tool.
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Case studies

Victoria corridor sub-network. Green points show 
signals equipped with SCATS count detectors 
(measured traffic data). Red line demonstrates the main 
Victoria corridor
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Case studies
Input transport data for the microsimulation model
• Traffic count: SCATS (arterials) traffic counts,
• Public transport plans – using GTFS data, 

• Signal control plans –using SCATS signal timing,

• Travellers demand: Origin-destination of private vehicle users,

• Incident data logs: includes the incident location ([x,y] coordinates),

Outputs of the microsimulation model
• network or individual link travel times, 
• assigned link traffic volumes, 
• network/link delay
• speed/density, etc. 
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Case studies
Demand Estimation Results and model validation
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Case studies
Demand Prediction results
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Case studies
Incident Impact analysis
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Figure 8. (a) Accident location (b) Speed profiles for Point A and B. (c) Eastbound journey times with and without the incident for 

both Google Travel Time and Experienced Travel Time calculation. 
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Case studies
San Francisco Incident Duration Prediction 

Our models can predict with an 
accuracy of +/- 5 min the duration of 
an accident in San Francisco
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Contributions
• Proposed a prototype for an incident management platform using integrated data-driven and dynamic traffic 

simulation modelling;

• Estimated day-to-day OD flows for the OD demand prediction module when an incident occurs. We propose several 

machine learning models for OD demand prediction to reinforce the traffic simulation;

• Deployed traffic micro-simulation modelling according to real-life adaptive signal control by applying the same 

controllers’ logics to simulated vehicles.

• Predicted incident durations using several machine learning models with enhanced features and obtained 5min 

accuracy in prediction for San Francisco. 

Shafiei, S.; Mihaita, A.S.; Nguyen, H.; Cai, C.; A data-driven and traffic simulation approach to predict the short-term traffic state affected by non-recurrent incidents, Transportation Letters: 
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Mihaita, A.S., Liu, Z., Cai, C., Rizoiu, M.A “Arterial incident duration prediction using a bi-level framework of extreme gradient-tree boosting”, ITS World Congress 2019, Singapore, 21-25 Oct  
2019, H5=11, Preprint link

Grigorev, Ar., Lee, S., Ch, F., Mihaita, A.S., Modelling impact of traffic disruptions by using machine learning methods, Transport Research Association for NSW Symposium, 18th of 
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QUESTIONS or Collaboration ideas?

Adriana-simona.Mihaita@uts.edu.au
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