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Introduction
Globally: 
Traffic congestion has reached unprecedented peaks in majority of large urban areas in the world!
Top 10 most congested cities have reached up to 140% of congestion in October 2019.  

Source: TomTom Live Congestion Index https://www.tomtom.com/en_gb/traffic-index/ranking

https://www.tomtom.com/en_gb/traffic-index/ranking
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Introduction

Source: TomTom Live Congestion Index https://www.tomtom.com/en_gb/traffic-index/ranking

Australia: 
• Sydney is the country’s most congested city when average speeds are compared to free-flow speeds
• The cost of congestion to the national economy is projected to rise to $37.3 billion by 2030 without major policy 

changes

https://www.tomtom.com/en_gb/traffic-index/ranking


a) How to efficiently predict road traffic congestion using extensive data-driven techniques which can 
adapt to real-time big-data sets?

• Parametric models: Kalman filtering, ARIMA[2]. SARIMA[4], ARIMAX[4], etc. Stochastic and disruptive events 
can affect accuracy of parametric models. 

• Non-parametric models : k-nearest neighbours [6], support vector regressions [7], artificial neural networks, [8], 
Gaussian Processes [9], etc.

b) What are the best techniques that can capture the spatial-temporal correlations arising in complex 
traffic networks? 

Deep Learning gained increase popularity over the last years: CNN, LSTM, hybrid modelling

c) Why are some models efficient for short-term traffic prediction, but not for long-term prediction?

Footer content here

Open Questions:
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a) Scalability of DL models for large scale and real-life deployment

b) Relationship between the training and the prediction horizons

c) Deploying hybrid deep learning models that combine both spatial 
and temporal modelling

Footer content here

Deep Learning Challenges:
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Methodology
t t+1 t+2 t+Pt-1t-2t-R … …

R=training horizon P=prediction horizon

3min
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Methodology
a) Back-propagation Neuronal Networks (BPNN):

BPNN consists of two fully-connected layers. The input of first layer is the historical information of all stations, 
and the last layer’s output is the prediction of the traffic flow across all monitoring stations.

In this work, BPNN is mainly used as a lower bound DL performance measure, and it serves to assess the 
performance gains obtained when implementing the more complex models detailed here below.

b) Convolutional Neural Networks (CNN):
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Methodology
c) Long Short-Term Memory Networks (LSTM):

d) Hybrid CNN-LSTM prediction:
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Daily profiling and outlier identification
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Experimental Set-up
1) Prediction setup - 36.34 million data points

Training
Testing

Validation

Fig. 9: Missing data in the Sydney Motorway traffic flow dataset. (a) The traffic flow for 1st of February 2017, for 
three contiguous stations (80B, 81B and 82B) with no entries and exits in between. 81B is showing missing data. 
(b) The total number of missing data points, aggregated per month.
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Experimental Set-up
2) Other baseline models:

1. Daily Profile Prediction (DPP)

2. BPNN for separate station prediction (Sep-BPNN) – applied separately for each station; each model has 
10 Hidden layers

3. ARIMA(p = 2; d = 1; q = 0) – after selection from p = {1..5}, d in{1..5}, q in {0..3}
1. p is the parameter of the autoregression
2. D is for the degree of differencing (the number of times the data have had past values subtracted) and 
3. q controls the moving average.

Total: 7 comparisons: DPP, ARIMA, Sep-BPNN, BPNN, CNN, LSTM, CNN-LSTM
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Experimental Set-up
3) DL implementation and hyper-parameter selection:

By varying t on a dataset with n time points, we obtain n-R-P+1 pairs of inputs and outputs.

Total: 
• Training : (42,721-R-P) + (44,161-R-P) combinations (2 contiguous training periods),
• Validation set: (14,401-R-P) pairs
• Test set: (14,881-R-P) pairs.

t t+1 t+2 t+Pt-1t-2… …Ex1. R=2, P=1 t-R

Ex2. R=3, P=2

Our experimental range : R = {1…30}, P = {1,…10}
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Experimental Set-up
c) DL implementation and hyper-parameter selection:

- Hyper parameters are tuned on the validation data set:
- we vary the batch size in the range [20;30;40; …75;100] and we obtain a value of 50.

- learning rate is 0:0003 and the weight of the L2 regularisation term is 10-8. 
- implementation in PyTorch [17], using the Adam optimiser which provided a better performance than SGD or 

AdaGrad.

Given a value of the prediction time horizon P, we train the model 5 times and we calculate the average
accuracy on the validation dataset. We select as the best R the value that achieves the highest average accuracy 
for the current P. 

Open questions:
1. how much should we learn from the past to achieve best prediction results?
2. how long in the future should we predict? 
3. is the size of the past horizon affecting the prediction results?
4. what is the relation between R, P and the performances of the advanced DL models?
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Experimental Set-up
4) Performance evaluation:

• Root Mean Square Error (RMSE), 
• Mean Absolute Error (MAE) and 
• Symmetric Mean Absolute Percentage Error (SMAPE).
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Results – Model performance



Footer content here

Results – Residual analysis

Max error of 10.8% in AM/P peaks
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Results – Residual analysis

(c)
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Results – Best R for each P

LSTM and the hybrid CNN-LSTM make
use of larger past time horizons even when making short-
term predictions.

P=3:
The best LSTM uses 69min in the past (R = 23), while 
CNN only uses 18min in the past (R = 6)!

This may prove problematic when long historical data is not 
available, in which case CNN and BPNN might provide 
better results.
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Conclusions
• DL provides overall good prediction accuracy for a large number of traffic flow counting stations

• Model usage should be based on past learning horizon and future prediction horizon (adapted to its 
functionality):

• LSTM and its variants learn long-term trends and require longer histories, while 
• CNN learns spatial correlations from short histories.

• LSTM has the best predictive performance, despite having competed against a hybrid model combining CNN 
and LSTM

• The more complex deep learning models do not improve the prediction accuracy for our motorway flow 
prediction study. 

• Designing traffic flow-based detection methods for stochastic events which can massively disrupt the traffic flow 
along motorways

• Early anomaly detection
• Graph-based prediction approaches

Future work
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QUESTIONS?

Adriana-simona.Mihaita@uts.edu.au

2 PhD Opportunities:

• Modelling traffic disruptions using machine learning and simulation modelling
• Distributed traffic control for connected and autonomous vehicles in mixed traffic environments

mailto:Adriana-simona.Mihaita@uts.edu.au
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